
International Journal of Multiphase Flow 32 (2006) 972–995

www.elsevier.com/locate/ijmulflow
Quantitative measurement of solids distribution
in gas–solid riser flows using electrical impedance

tomography and gamma densitometry tomography

P.R. Tortora a,*, S.L. Ceccio b, T.J. O’Hern a, S.M. Trujillo a, J.R. Torczynski a

a Engineering Sciences Center, Sandia National Laboratories, P.O. Box 5800, 1515 Eubank SE, Albuquerque, NM 87123, United States
b Department of Mechanical Engineering, University of Michigan, 2350 Hayward, Ann Arbor, MI 48109, United States

Received 8 January 2006; received in revised form 16 March 2006
Abstract

An electrical impedance tomography (EIT) system has been developed to non-invasively measure particle distributions
in the riser of a pilot-scale circulating fluidized bed (CFB). Although EIT systems have often been applied to yield qual-
itative information about gas–solid flows, the present EIT system yields quantitative information that is validated by com-
parison to a gamma densitometry tomography (GDT) system. EIT and GDT were applied to the CFB riser (14-cm inner
diameter, 5.77-m height) containing fluid catalytic cracking particles in air. The flows examined were annular with a dilute
core and had average and near-wall solids volume fractions up to 0.25 and 0.66, respectively. For all cases, the average and
near-wall solids volume fractions from EIT and GDT agreed to within 0.03 and 0.07, respectively. This good agreement
suggests that, where feasible, EIT can be used in place of GDT, which is advantageous since EIT systems are often safer,
less expensive, and faster than GDT systems.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Gas–solid flows in circulating fluidized beds (CFBs) are encountered in many industrial processes (Grace and
Bi, 1997; Fan and Zhu, 1998). Fig. 1 shows a schematic of the CFB used in this work (described in more detail in
the following section). Chemical reactions generally take place in the riser, where gas and solid particles travel in a
net upward flow. Gaseous reaction products are separated at the riser exit, while solids are returned to the base of
the riser through the downcomer. Many CFBs are operated in the fast-fluidization regime, where recirculation of
solid particles within the riser (in contrast to the net recirculation of the entire CFB) produces long residence
times required for certain gas–solid reactions. One example is fluid catalytic cracking (FCC), a process whereby
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Fig. 1. Diagram of Sandia CFB.
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heavy petroleum components are converted into lighter products (Avidan, 1997). Fast fluidization is character-
ized by an annular distribution of solids with a dilute core in the riser. The flux of gas carries solids up through the
core of the riser, while a downward flux of particles can exist at the wall.

The solids volume fraction distribution and the gas and solids fluxes are basic operating parameters of a
CFB, so accurate measurements of these quantities are desired. Probe-based techniques have been applied
for solids distribution measurements, but invasive probes can affect the flow (Louge, 1997). Here, two non-
invasive tomographic techniques have been employed to measure solids distributions in gas–solid flows in ris-
ers: gamma densitometry tomography (GDT) and electrical impedance tomography (EIT).
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GDT can be used to measure spatial distributions of materials in multiphase flows. GDT is based on the
principle that the intensity of gamma radiation at a detector placed a fixed distance from a radiation source is
exponentially related to the integral of attenuation along the path from source to detector. Attenuation dis-
tributions are obtained by tomographic reconstruction of intensities measured along multiple paths through
the domain of interest. Since attenuation is strongly related to density, these attenuation distributions can be
converted into material distributions. GDT is completely non-invasive because the radiation source and the
detectors can be placed outside the domain and gamma radiation easily penetrates most materials used to con-
tain flow systems (e.g., metal containers and pipes). Typically, GDT measurements are time-averaged because
the times required to accurately measure statistically significant radiation intensities (usually on the order of
minutes) are often much longer than the flow time scales. The application of GDT to multiphase flows is con-
sidered relatively mature and reliable, with the earliest work reported several decades ago (Bartholomew and
Casagrande, 1957). Louge (1997) reviews more recent work.

EIT is another method capable of non-invasively measuring spatial distributions of materials in multiphase
flows. EIT uses measurements of electrical currents at the boundary of a domain to infer the impedance dis-
tribution within the domain. Since the electrodes usually do not protrude into the domain, EIT can be com-
pletely non-invasive. For multiphase flows, the local material distribution can be determined from the local
impedance using a mixture model if there is sufficient contrast between the electrical impedances of the mate-
rials. Several researchers have applied EIT systems to the study of gas–solid flows, including Halow et al.
(1993), Dyakowski et al. (2000), Rao et al. (2001), Warsito and Fan (2003), Makkawi and Wright (2003),
and Pugsley et al. (2003). These researchers have used a variety of data gathering and reconstruction methods
to determine time-averaged and time-varying solids distributions. However, it is difficult to assess the overall
accuracy in many reported measurements since independent determinations of the solids distributions are
often lacking. Pugsley et al. (2003) validated EIT measurements with a fiber optic probe.

Here, EIT and GDT are applied to determine material distributions in gas–solid flows in the riser of a CFB.
The results are then compared to assess the accuracy of the EIT system for these flows. This work follows the
general approach of George et al. (2000), in which an EIT system was validated against a GDT system by
comparing gas volume fraction profiles in an air–water bubble column. In that work, the materials had a very
large contrast in electrical properties: air is an insulator, whereas water (with an added electrolyte) is a con-
ductor. In the present work, the impedance contrast between the materials (air and FCC catalyst) is less than a
factor of 5, and the impedances of both materials are predominantly capacitive, rather than resistive. This
relatively low impedance contrast is common when performing EIT on dielectric materials and makes the
measurement more difficult. EIT in situations in which the impedance is primarily capacitive is commonly
referred to as electrical capacitance tomography (ECT).

2. Circulating fluidized bed experiments

2.1. Circulating fluidized bed apparatus

The Sandia CFB is shown schematically in Fig. 1. It is composed mostly of clear acrylic tubing and PVC
flanges. Dry compressed air is used for fluidization throughout the CFB. The fluidization ports are typically
flush-mounted and are protected from contamination by sintered metal discs with a 10-lm pore size. Humid-
ified motive air is introduced at the base of the riser.

The solid particles are continuously fed into the riser from the 28-cm inner-diameter (ID), 4.27-m high down-
comer and are fluidized through 8 evenly spaced circumferential ports around the downcomer base. A slide valve
at the downcomer base allows solids to flow down through a 7-cm ID underflow standpipe, which is fluidized
through 11 ports along its bottom. Solids then enter the engagement section at the base of the riser and are flu-
idized in a 26.6-cm ID bed through 8 ports. The bed surrounds the pipe that supplies the motive air, which
entrains the particles and carries them up the riser. Riser height is referenced to the top of the engagement section.

The riser is composed of nine 61-cm long sections and one 28-cm long section, all of which have a 14-cm ID
and a 16.5-cm outer diameter (OD). The top 61-cm section is internal to the 58.4-cm ID disengagement
section. Riser sections can be removed and inserted to accommodate a variety of diagnostics. The total height
of the riser above the engagement section is 5.77 m, approximately 41 diameters. The flow exiting the riser is
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turned by a 46-cm diameter flat aluminum plate, causing most of the particles to fall to the base of the dis-
engagement section. The air and remaining unseparated particles exit the top of the disengagement section
through two 5.1-cm ID lines and pass through parallel cyclone separators. The final exit stage is a HEPA filter
baghouse. A port at the top of the downcomer also exhausts to the baghouse through a 5.1-cm ID line.

The base of the disengagement section is fluidized through 24 ports on a sparger ring. Solids exit the dis-
engagement section and return to the downcomer through a 7-cm ID underflow standpipe, which is fluidized
through 5 ports along its bottom. A diverter valve can be used to divert the solids into a separate chamber for
solids flux measurements, discussed below.

Dry fluidization air is metered to the individual sections of the CFB. Omega FMA-2400 series flow control-
lers control the mass flow of air to the lower standpipe (11 slpm), upper standpipe (12 slpm) and disengage-
ment base (45 slpm). Needle valves are used to control the flow to the riser base and disengagement base
(approximately 200 slpm each). The flow of motive air (1500–2100 slpm) is controlled manually by a ball valve
and monitored by an orifice plate upstream of the riser inlet. To reduce triboelectric effects, the relative humid-
ity of the motive air is controlled to 15% ± 1%, and the CFB is electrically grounded through metallic pressure
lines and straps around plastic sections.

The CFB is instrumented with 6.4-mm ports for pressure measurements. All ports are flush-mounted to the
interior of the CFB and are fitted with sintered metal discs (10-lm pore size) to prevent pressure transducers
from ingesting catalyst. Validyne DP-15 pressure transducers are used throughout the system and most pres-
sure measurements are differential. Pressure ports are spaced 30.5 cm apart along the riser, and the nominal
height of a pressure reading is taken to be midway between the ports (e.g., the differential pressure between
ports at 1.9 m and 1.6 m is reported as the differential pressure at 1.75 m). Pressure ports are located at various
other locations throughout the CFB to monitor its operation. All pressures are monitored at 2 Hz by National
Instruments LabviewTM data acquisition software on a personal computer.

2.2. Particle characteristics

Equilibrium FCC catalyst particles were used in all experiments. These particles are generally spherical in
shape and possess a Sauter mean diameter of 65 lm and a log-normal size distribution spanning approxi-
mately 20–200 lm. The solids volume fraction of a loosely packed bed of FCC catalyst (i.e., particles allowed
to fall freely into abed) was determined to be 0.66 by a water displacement experiment and was verified by an
independent analysis by Particle Technology Labs, Ltd., using mercury porosimetry. The corresponding
voidage (0.34) represents the inter-particle spaces only. The particles are porous and also contain intra-particle
spaces occupied by air. The particle density (average density of the solid material and pores) was determined to
be 1275 kg/m3 by weighing a known volume.

2.3. CFB operation and differential pressure measurements

The CFB is typically operated in the following manner. First, the LabviewTM data acquisition software is
started, which records pressure data, flow rates, temperatures, humidity, etc. at 2 Hz for the entire experiment.
Pressures are recorded for at least 1 min to characterize any offsets. (The pressure transducers are calibrated
periodically, and slight baseline offsets are typically recorded and subtracted from the pressure data.) Then the
baghouse fan is activated which produces slight suction on the interior of the CFB. Pressures are monitored
for at least one more minute, and then a valve supplying fluidization air throughout the CFB is opened.

The motive air is then activated by partially opening the ball valve, and occasional adjustments are made
during experiments to keep the pressure across the orifice at a constant mean. The relative humidity and
temperature of the motive air are monitored just upstream of the riser inlet by a Vaisala HMP234 humidity
and temperature transducer. The slide valve is then opened with a screw mechanism to allow solids to flow
into the riser. The valve is opened a set number of turns depending on the conditions desired. Note that neither
the gas flow rate nor the solids flow rate is actively controlled: they are determined by the positions of the ball
valve and slide valve, respectively.

Four combinations of motive air flow and solids flux were used in the experiments, chosen to represent a
range of flow conditions in the riser as shown in Table 1. The air flow rate is given as the superficial gas



Table 1
CFB operating conditions

Superficial gas velocity
at top of riser (m/s)

Solids circulation
rate (kg/m2 s)

Case 1 5.2 ± 0.1 68.4 ± 7.0
Case 2 7.0 ± 0.1 67.3 ± 3.2
Case 3 7.0 ± 0.1 82.3 ± 2.8
Case 4 5.2 ± 0.1 83.8 ± 3.7
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velocity (volumetric flow rate per unit area of the riser cross-section without particles) at the exit of the riser.
This was deduced from the mass flow rate (calculated at the orifice using standard methods as in Doebelin,
1990) and the density of air at the riser exit (according to the ideal gas law and the measured pressure and
temperature).

The overall solids circulation rate in the CFB was measured using a diverter valve and weigh chamber, as
shown in Fig. 1. The valve was opened to temporarily divert the flow of particles away from the downcomer
into a chamber hanging from a load cell to weigh the particles accumulated in a fixed time. The particles were
then returned to the base of the riser. Fig. 2 shows the mass of particles for a number of diversions of various
time periods. The slopes of lines fit through the data are taken to be the nominal values of solids flux, shown in
Table 1. The uncertainties given in the table were obtained using a 95% confidence interval, and include
contributions of instrumentation uncertainty and repeatability of operating conditions.

The CFB is allowed to reach a quasi-steady state, which is judged to occur when the motive air temperature
and mean pressure readings (the latter of which reflect solids loading) stabilize to within 1%. This stabilization
Fig. 2. Mass of diverted solids vs. duration of diverter valve opening.



Fig. 3. DP vs. height for cases in Table 1; multiple traces show repeat runs at nominally identical conditions.
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takes 10 min or more. The system is kept in this state while diagnostics are applied (typically 10–30 min) and is
then shut down in reverse order of start-up (again leaving sufficient time between steps to record baseline pres-
sure readings).

Experiments with the same flow settings can be compared by examining axial pressure gradients along the
riser. Fig. 3 shows pressure gradients plotted against riser height z (non-dimensionalized using riser inner
diameter D) for repeat experiments at the conditions given in Table 1. It was found that riser conditions
are sensitive to the overall solids inventory in the CFB and that solids inventory gradually drops during
CFB operation because some particles (mostly fine particles generated by attrition) are carried to the baghouse
filter. Therefore, experiments were performed for less than 30 min each, and particles were added between runs
to keep the CFB particle inventory stable. However, even with great care taken to keep the CFB inventory and
inlet conditions identical for each experiment, variations are apparent in pressure gradient profiles in Fig. 3.
Such difficulties are common with CFBs (Merrow, 1986) but the resulting uncertainties have been little
addressed in the literature. Here, a method of determining uncertainty caused by run-to-run variability is
applied to EIT and GDT in the discussion of results.

Profiles of solids volume fraction along the height of the riser (i.e., axial profiles) were built up using EIT
and GDT. The diagnostics were always performed on separate experimental runs (each run including startup
and shutdown) and moved when necessary. Differential pressure (DP) data were also used to estimate axial
profiles of average solids loadings as discussed below with the results.

3. Gamma densitometry tomography

3.1. System configuration

The GDT system used in this work is depicted in Fig. 4. A cesium-137 gamma radiation source (approx-
imately 100-mCi strength) and an array of 8 radiation detectors are mounted on a platform that can be



Fig. 4. Diagram of GDT system.
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traversed vertically along the length of the riser and horizontally across its diameter. In this work, seven hor-
izontal positions were selected: centered (as shown in the figure) and horizontally displaced ±1.91 cm,
±2.54 cm, and ±3.18 cm, yielding radiation measurements along 56 paths through the riser. This configura-
tion was selected to concentrate attenuation measurement paths near the riser walls, thus obtaining detailed
information in that region. The fan-shaped beam of radiation is approximately 5 cm high where it intersects
the riser. This results in a measurement volume of approximately 7.7 · 10�4 m3.

The detector array consists of 8 NaI(T1) scintillation detectors coupled with Bicron Model 2M/2 photomul-
tiplier tubes (PMTs). Signals from the PMTs are conditioned, amplified, and digitized with Ortec� ACE
MateTM 925-SCINT amplifier/bias supplies and Ortec� 916A multi-channel analyzers. The method of intensity
measurement used here is similar to that of George et al. (2000), and further details of the electronics can be
found in O’Hern et al. (2003). Each intensity measurement takes approximately 45 s and has a statistical
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uncertainty of 1% due to Poisson statistics of the emitted radiation (Knoll, 2000). Seven sets (one for each
horizontal detector array position) of eight simultaneous measurements are performed. Including the time
needed to traverse the detector array, an entire GDT measurement takes about 6 min, so the data are time-
averaged.

Mono-energetic gamma radiation behaves according to the following relation for fixed source and detector
positions. A beam of gamma rays passing through a multiphase flow is attenuated by the material through
which it passes. The measured intensity I due to the presence of material with a linear attenuation coefficient
l occupying a length L along the path between source and detector is related to the intensity measured with no
attenuating material present in the flow domain I0 by
lnðI=I0Þ ¼ �lL ð1Þ
In the current work, a measurement is conducted as follows (George et al., 2000). Because the reference
condition (intensity I0) is arbitrary, the riser walls are considered part of the reference condition. The gas
(air) has negligible attenuation compared to the solid particles, which have attenuation coefficient l. Radiation
intensity is measured for the riser with no solids (empty intensity Ie), with a packed bed of solids (full intensity
If), and with solids during flow (intensity Im). Applying Eq. (1) to the full and flowing cases, respectively, and
using the empty case as the reference condition, yields the following:
lnðI f=I eÞ ¼ �lLf ð2Þ
lnðIm=IeÞ ¼ �lLm ð3Þ
where Lf is the amount of solids in the radiation path with a riser full of particles and Lm is the amount of
solids in the radiation path during riser flow. The ratio of these values is the solids volume fraction along
the path:
Lm

Lf

¼ lnðIm=IeÞ
lnðI f=IeÞ

¼ ð1� /pathÞ ð4Þ
where /path is the gas volume fraction along each path. Note that the attenuation coefficient is absent from this
expression, allowing GDT to be performed in this manner with materials of unknown attenuation coefficients.

3.2. Reconstruction

The GDT reconstruction of solids distribution was performed in the following manner, illustrated in Fig. 5
(Torczynski et al., 1997). The time-averaged distribution was assumed to be axially symmetric and represented
by the polynomial
f ðrÞ ¼ a0 þ a2ðr=RÞ2 þ a4ðr=RÞ4 ð5Þ
Fig. 5. Schematic diagram of Abel transform geometry.
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which relates the solids volume fraction f at a radial position r to the inner radius of the riser R and coefficients
ai. This functional form was used for three reasons. First, this form is physically realistic for riser flows in that
it can represent conditions ranging from uniform to core-annular distributions. Second, this axisymmetric
polynomial form is both efficient and mathematically convenient. Third, the same form was used for both
GDT and EIT, so the results from both methods can be compared straightforwardly. Although Xu et al.
(2004) and others describe the solids distribution as a function of its cross-sectional average or, alternatively,
of its values at the center and wall, their approach cannot be used here because these quantities were not
known a priori.

The GDT system measures the average solids volume fraction along multiple paths that intersect the flow
region as described above. Again referring to Fig. 5, if a particular path has length L and is located at lateral
position x, the solids volume fraction g(x) averaged along this path is related to f(r) as follows:
gðxÞ ¼ 1

L

Z
f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p� �
dy ð6Þ
The Abel transform is used to relate g(x) to f(r). When applied to the previously specified polynomial in r
for f(r), the Abel transform yields a polynomial of the same degree in x for g(x) (Torczynski et al., 1997):
gðxÞ ¼ b0 þ b2ðx=RÞ2 þ b4ðx=RÞ4 ð7Þ

a0 ¼ b0 �
1

2
b2 �

1

8
b4 ð8Þ

a2 ¼
3

2
b2 �

3

4
b4 ð9Þ

a4 ¼
15

8
b4 ð10Þ
The GDT reconstruction was performed using the design optimization software DAKOTA (Eldred et al.,
2003). DAKOTA is designed to work with any simulation code for design optimization (among other func-
tions) by iteratively adjusting the inputs to the simulation to achieve the optimal output. DAKOTA was used
for GDT reconstruction in the following manner. First, starting values were selected for the a coefficients in
Eq. (5). These values were input to a FORTRAN program that calculates the b coefficients using Eqs. (8)–(10)
and calculates 56 predicted path-averaged solids volume fractions for the 56 detection paths using Eq. (7). The
predicted values are subtracted from the measured values, the differences are squared, and the squares are
summed. The FORTRAN program outputs this sum, which is passed back to DAKOTA. DAKOTA then
determines new values for the a coefficients using the Fletcher-Reeves conjugate gradient algorithm (Eldred
et al., 2003) and repeats the process until convergence. The convergence tolerance, a parameter in DAKOTA
(related to gradients, not absolute error, as described by Eldred et al., 2003), was set to 0.001.

The quality of a GDT reconstruction is described by its correlation (R2) value. The correlation value is a
measure of the goodness-of-fit between the predicted and measured values. A value of 1 indicates a perfect
match, and a value of 0 indicates that the fit and the average measured value represent the measured values
equally well (or poorly). The correlation for the path-averaged solids volume fraction g is calculated from the
measured values gM, the predicted values gC, and the average of all measured values �gM as below, where j = 56
is the number of g values used in the reconstruction:
R2 ¼ 1�
Pj

i¼1ðgM;i � gC;iÞ
2

Pj
i¼1ðgM;i � �gMÞ2

ð11Þ
Fig. 6 includes the measured path-averaged solids volume fractions, the polynomial fit for those data (Eq. (7))
and the reconstructed radial solids volume fraction distribution (Eq. (5)) for one of the riser flow conditions.
The R2 value of this fit was 0.949. Some asymmetry in the raw GDT data is apparent and is typical of GDT
measurements at other flow conditions. However, the asymmetry is relatively small compared to the radial
variation, and the R2 value is high, indicating a good fit, so an axi-symmetric reconstruction was judged to
be sufficiently accurate. Moreover, it can be compared directly to the EIT reconstruction, which is also
axi-symmetric.



Fig. 6. GDT reconstructions of two riser solids distributions; points are measured path-averaged solids volume fractions (function of
x/R), solid lines are polynomial fits to measured values (Eq. (7), function of x/R), and dashed lines are reconstructed solids volume fraction
profiles (Eq. (5), function of r/R).
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3.3. GDT system evaluation

Several experiments were performed to assess the accuracy of the GDT system. The system was used to
measure known thicknesses of steel plates and water layers (contained in boxes) placed in front of the detec-
tors. The measured thicknesses were generally within 2% (maximum of 5%) of the actual values for steel thick-
nesses of 0.5–2.5 cm and for water thicknesses of 5–20 cm. Sources of error may include uncertainties in the
values of attenuation coefficient, instrument uncertainties, and the aforementioned 1% uncertainty due to
statistics. As discussed by George et al. (2000), the relative (empty-full) approach used here (Eq. (4)) reduces
the error from the absolute approach (Eq. (1)).

The GDT system’s ability to reconstruct a homogeneous material distribution was also investigated. A
homogeneous packed bed of FCC catalyst was selected as the unknown distribution, and a packed bed of
a second more attenuating material – glass beads – was used for the full measurement in Eq. (4). The resulting
reconstruction was scaled by the ratio of the attenuation coefficients of glass and FCC catalyst so that it could
be placed in Fig. 6 for comparison. The reconstruction is quite flat with a maximum error of approximately
1%.

4. Electrical impedance tomography

A 16-electrode EIT system developed for this effort is described in detail by Tortora (2004). The main ele-
ments of the EIT system consist of the impedance measurement hardware, the reconstruction method, and the
impedance mixture model, each of which is described below.

4.1. Impedance measurement system

The EIT electrode ring is shown in Fig. 7. The 16 electrodes are slightly curved brass rectangles 114-mm
high · 12.7-mm wide · 4.76-mm thick. Two 16.5-cm ID, 22.5-cm OD, 2.50-cm high acrylic rings hold the
16 electrodes flush against the outer (curved) surface of the riser. The entire assembly is 11.4 cm high, leaving
6.35 cm of air-filled space between the upper and lower rings. Stainless steel shielding is fastened around the
outside of the rings and is penetrated by 16 feed-throughs, each of which is connected by a coaxial cable to
the corresponding electrode. An exact measurement volume cannot be defined for EIT as with GDT, because
the electric field is unconfined and weakens with distance from the electrodes. A reasonable estimate is that the



Fig. 7. EIT electrode ring that can be clamped onto riser; electrodes are shielded with a ground plane.
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significant portion of the electric file exists directly between the electrodes, resulting in a measurement volume
of 1.7 · 10�3 m3 (approximately twice that of GDT).

Impedance measurements are taken between all 120 distinct electrode pairs using the bridge circuit shown
in Fig. 8. In each measurement pair, the first electrode, referred to as the power electrode, is driven by a 5-V,
100-kHz AC voltage VE supplied by a Hewlett-Packard 8904A multifunction synthesizer. The second elec-
trode, referred to as the sensing electrode, is held at virtual ground by an operational amplifier (Analog
Devices OP42), which supplies the necessary current to keep its inputs at the same potential (zero in this case).
Prior to experiments, when the measurement domain is filled with air, the amplitude and phase of the null
voltage VN is adjusted to bring the magnitude of the output voltage VOUT to zero. The null voltage is provided
by the same synthesizer as the 5-V source voltage, and the relative phase and amplitude of the two signals are
precisely controlled. The phase of the null voltage is usually very close to that of the source voltage for dielec-
tric domains. When the capacitance of the measurement domain CD changes (i.e., particles are introduced),
current flows from the output of the op-amp to keep the sensing electrode at zero potential. The output volt-
age indicates the current flow in proportion to the feedback resistance RF by Ohm’s law. Similar measurement
schemes are reported by Huang et al. (1992), Williams and York (1999), and Georgakopoulos et al. (2001).

Under ideal circumstances, the output voltage would be related to the domain capacitance CD, the angular
frequency x, and other system parameters by
V ExðCD þ CEÞ ¼ V NxCN þ V OUT=RF ð12Þ

The stray capacitance CE accounts for constant parasitic currents (such as the parasitic capacitance shown in
Fig. 8). However, whereas the circuit behaves linearly, experiments have shown that the behavior does not
follow Eq. (12), with differences likely due to higher-order parasitic currents and/or cable inductance. Since
Fig. 8. Impedance measurement circuit.
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the circuit responds linearly to impedance changes in the domain, it was calibrated using dielectric oils with
known permittivity values. The FCC particle bed was also determined to have a permittivity of e = 2.5 by
comparing it to two dielectric oils.

The output voltage of the circuit is measured by an analog-to-digital (A/D) converter on a data acquisition
board (Measurement ComputingTM PCI-DAS4020/12) and recorded on a personal computer with LabviewTM

software. The signal is sampled at 1 MHz, which is 10 times the 100-kHz carrier frequency. The signal is
demodulated using a fast Fourier transform. A sample time of 1.28 ms (128 100-kHz cycles) was selected
to obtain a maximum variation of approximately 1 mV in measuring a constant 1-V signal.

Multiple measurement circuits were constructed on printed circuit boards to enable rapid reconfiguration
of each electrode as passive (i.e., high input impedance), power, or sensing. The circuitry is controlled by
LabviewTM data acquisition software on a personal computer. A complete set of current measurements is
acquired in the following manner. First, the bridges are balanced for each of the 120 electrode pairs while
the measurement domain is full of air. Then, with particles flowing through the measurement domain, the cir-
cuitry is switched through all 120 electrode pairs, applying the different null voltages acquired during calibra-
tion at each step and recording circuits’ output voltages. One set of measurements takes approximately 1 s to
acquire, and 600 sets (approximately 10 min of sampling time) are acquired while the CFB is operating. This
allows for temporal averaging of flow fluctuations.

4.2. Impedance reconstruction

The EIT reconstruction was similar to the GDT reconstruction. The design optimization software
DAKOTA (Eldred et al., 2003) was again used, and the CFD program FIDAP (Fluent, Inc.) was used to pre-
dict the currents flowing through electrodes for comparison with the currents corresponding to the measured
voltages. The simulations were performed as heat-conduction problems because the equations governing elec-
trostatics are of the same form mathematically as those governing steady heat conduction. Two-dimensional
FIDAP simulations were performed to reduce the computational cost and were found to have less than 3%
error compared to three-dimensional simulations.

FIDAP was set up to simulate the configuration inside the grounded shielding of the electrode rings (shield,
air space, electrodes, acrylic rings, riser walls, and flow domain). The assumed solids distribution within the
riser had the same form as that used for the GDT reconstruction, given by Eq. (5). Note that this makes
the reconstruction highly over-constrained. Indeed, with the low signal to noise ratios that can occur with
EIT systems – especially with cross-sectional average solids volume fractions under 0.1, as reported by
Dyakowski et al. (1997) – this over-constraining is desirable. The a coefficients of Eq. (5) were passed directly
to FIDAP, which used the Rayleigh mixture model (in a user subroutine) to convert the solids distribution
into a permittivity field within the flow domain.

Mesh refinement studies found that, with successive grid refinements, all of the predicted currents increased
by the nearly same factor: the ratio between nominally identical currents on the coarsest and finest meshes
varied by less than 0.2%. In other words, the currents at essentially infinite refinement could be determined
to within 0.2% by multiplying the corresponding currents from the coarsest mesh by a (near-unity) constant
factor. Therefore, a relatively coarse mesh was able to be used, which reduced the computational cost.

It was also found that the predicted current for an electrode adjacent to the power electrode responded to
permittivity changes in an unexpected fashion. For all other electrodes in the simulations (and all electrodes in
the experiments), increasing the permittivity of a homogeneous domain increased the current, as expected.
However, increasing the permittivity decreased the current predicted for the adjacent electrode. The explana-
tion for this behavior in the simulations is that the change in electric field shape between adjacent electrodes
can significantly affect the current flow because of the electrodes’ close proximity: with other electrode pairs,
the change in electric field shape is insignificant. This is not reflected in the experiments because there is a sig-
nificant resistive component of the impedance between adjacent electrodes not accounted for by the simula-
tions, which consider capacitance only. This can be seen in the phase of the null voltage necessary to
balance the bridge circuit shown in Fig. 8: for most electrode pairs, the phase is 180� ± 1�, indicating purely
capacitive behavior; but in the case of adjacent electrodes, the phase is generally between 140� and 170�, indi-
cating a significant resistive component not considered in the simulations. Therefore, the adjacent electrode
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currents were eliminated from the comparison of predicted and measured currents, reducing the number of
measurements from 120 to 104.

EIT reconstruction was performed as follows. Recall that each measured voltage is proportional to the cur-
rent that flows between the corresponding electrode pair. Thus, to compare measured and predicted currents,
the measured voltages were normalized using the empty and full voltages, and the predicted currents were
normalized using the empty and full currents. For a given power electrode p and ground electrode g, the volt-
ages measured for empty, full, and flowing conditions are denoted by Ve(p,g), Vf(p,g), and Vm(p,g), respectively,
and the currents predicted for empty, full, and flowing conditions are denoted by Je(p,g), Jf(p,g) and Jm(p,g)

respectively. The normalized measured currents KM(p, g) and the normalized predicted currents KC(p,g) have
the following forms:
KMðp;gÞ ¼
ðV mðp;gÞ � V eðp;gÞÞ
ðV fðp;gÞ � V eðp;gÞÞ

ð13Þ

KCðp;gÞ ¼
ðJ mðp;gÞ � J eðp;gÞÞ
ðJ fðp;gÞ � J eðp;gÞÞ

ð14Þ
This normalization was performed because the currents spanned approximately 1 order of magnitude (adja-
cent electrode currents were approximately an order of magnitude greater than cross-electrode currents). With
this normalization, the measurements were all treated with equal weight in the reconstruction. Simulations
were performed for an empty domain (a uniform permittivity of 1, corresponding to air) and for a full domain
(a uniform permittivity of 2.5, corresponding to a bed of FCC particles).

DAKOTA was then executed to minimize the difference between the normalized predicted and measured
currents. A simulation with initial values for the a coefficients was first performed by FIDAP, and the currents
predicted by FIDAP – normalized using Eq. (14) – were extracted and recorded in a file. The predicted cur-
rents were then subtracted from the measured currents, and the differences were squared and summed as with
GDT. This sum was passed back to DAKOTA, which minimized this value by adjusting the a coefficients and
repeating the process until convergence. The method used to calculate correlation values for GDT – Eq. (11) –
was also used for EIT with the normalized measured and predicted currents (j = 104 electrode pairs):
R2 ¼ 1�
Pj

i¼1ðKM;i � KC;iÞ2Pj
i¼1ðKM;i � KMÞ2

ð15Þ
4.3. Impedance mixture model

It was found early in the design of the EIT system that the mixture model – used to convert electrical imped-
ances to solids volume fraction – significantly affects the results of the measurement. Therefore, several sim-
ulations of regular arrays of cubes and spheres were performed and compared to commonly used mixture
models, expanding on other mixture model studies such as the one by Louge and Opie (1990). These results
are presented in Tortora (2004).

The models commonly used to determine the solids volume fraction from the mixture impedance include
series and parallel impedance models, the Maxwell mixture model (Scaife, 1989), the Böttcher model (van
Beek, 1967), and the Rayleigh model (Meredith and Tobias, 1960). Bares (1988) found that the surface con-
ductivity of glass spheres is negligible at frequencies greater than 1 kHz. Because the EIT system operated at
100 kHz, interparticle contact does not play a role here, so it is reasonable to use a single continuous function
over the range of possible distributions. The Rayleigh model has the best agreement with experiments and
computational simulations over the widest range of solids volume fractions: from dilute conditions up to
the packing limit of 0.66. The simulations and models all agree at low solids volume fractions (<0.4), but there
are some differences in the intermediate range (0.4–0.6). The Rayleigh model was selected for EIT data reduc-
tion because it agreed best with the simulations in the intermediate range and agreed with the experimental
value for a packed bed (Tortora, 2004).

In the Rayleigh model, the permittivity of the gas–solid mixture em is related to the gas permittivity eg, the
solid permittivity es, and the gas volume fraction / by



Fig. 9.
compa

P.R. Tortora et al. / International Journal of Multiphase Flow 32 (2006) 972–995 985
em ¼
eg

2egþes

eg�es
� 2/þ 0:409

6egþ3es

4egþ3es
/7=3 � 2:133

3eg�3es

4egþ3es
/10=3

� �
2egþes

eg�es
þ /þ 0:409

6egþ3es

4egþ3es
/7=3 � 0:906

3eg�3es

4egþ3es
/10=3

� � ð16Þ
4.4. EIT system evaluation

The EIT system was used to measure the solids volume fraction profile of a homogeneous material distri-
bution, similar to what was done with the GDT system (Fig. 6). In this case, an empty riser section and one
filled with dielectric oil were used for the empty and full conditions, respectively, and the reconstructed
permittivity profile of a bed of FCC catalyst was determined. (To simplify this test, the conversion to solids
volume fraction was not performed; otherwise, the reconstruction is the same as described above.) The
permittivity profile is shown in Fig. 9, along with a predetermined uniform reconstruction (performed by
allowing DAKOTA to adjust only the constant of the polynomial and setting the other coefficients equal
to zero). The ‘‘flat’’ reconstruction closely predicts the permittivity of a bed of FCC catalyst (within 1%),
but the polynomial reconstruction shows a negative bias of 4% near the riser center and a positive bias of
6% near the walls. This bias is discussed in the following section on the validation of EIT against GDT.

Asymmetries are more difficult to detect in the raw EIT data than in the raw GDT data because the EIT
data are related to the material distribution in a more complicated fashion. Some measured voltages (say, at
the electrodes adjacent to the power electrode) do show variations around the electrode ring on the order of
several percent. These variations could be due to asymmetry, but they could also be due to noise since they
appear uncorrelated between cases and are relatively small. Therefore, an axi-symmetric EIT reconstruction
was judged to be sufficiently accurate. As indicated earlier, axi-symmetric EIT reconstructions can thus be
directly compared to axi-symmetric GDT reconstructions.

The resolutions of the EIT and GDT systems are difficult to determine because their sensitivities vary dif-
ferently with position in the riser. Pugsley et al. (2003) divide the riser cross-section into uniformly-sized pixels
and have a radial resolution of 16 pixels (16 pieces of information across the riser radius). They do note dif-
ferent levels of sensitivity depending on radial position, and their reconstruction is under-constrained. The
polynomial representation of solids volume fraction used here does not lend itself well to a definition of
resolution based on pixels. In the case of GDT, 28 rays (albeit unevenly spaced) are arranged along the riser
radius, so the GDT system has a resolution approximately equivalent to 28 pixels across the riser radius. In the
case of EIT, there are 7 angular separations from the power electrode to the sensing electrodes (excluding the
Reconstructions of homogeneous permittivity distribution; polynomial reconstruction is biased +6% at walls and �4% at center
red to flat reconstruction.
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adjacent electrodes) around one half of the electrode ring, so the EIT system has a resolution approximately
equivalent to 7 pixels across the riser radius. With only 3 parameters, the quartic profile used here is over-con-
strained in both cases.
5. Results and discussion

5.1. Comparison of EIT and GDT material distributions

EIT and GDT were applied at the riser conditions shown in Table 1, and the results are summarized in
Table 2. The high R2 values show excellent fits to the data, indicating that higher-order terms in the polyno-
mial representation of solids volume fraction are not necessary. Examples of solids volume fraction profiles
obtained from GDT and EIT are shown in Fig. 10. The uncertainty analysis leading to the error bars in these
plots is discussed below. The EIT and GDT profiles are seen to agree closely for all flow conditions examined.
More particularly, the wall and center values and the widths of the core and wall regions are determined with
good accuracy, even when close-packing (solids volume fraction around 0.66) is observed near the walls and
extremely dilute flow (solids volume fraction near zero) is observed in the core region.

Although agreement is quite good, some minor systematic differences are seen. For run conditions with
relatively low overall solids loadings (Cases 1 and 2), EIT slightly overestimates solids volume fraction in com-
parison to GDT near the riser walls at low riser heights (z/D = 2.18, 3.27), as shown in Fig. 10a. For the same
cases, the error bars for EIT and GDT completely overlap at the middle riser heights (z/D = 5.45, 6.55), as
shown in Fig. 10b. Finally, for the same cases and at the largest riser heights (z/D = 9.82, 12), EIT underes-
timates solids volume fraction in comparison to GDT near the riser walls, as shown in Fig. 10c. For run
conditions with relatively high solids loadings (Cases 3 and 4), EIT either underestimates solids volume frac-
tion in comparison to GDT near the riser center (as in Fig. 10d and e) or overestimates it (as in Fig. 10f). At
the riser wall, EIT overestimates solids volume fraction by no more than 0.07 in most cases (in a single case the
overestimate was 0.12) and underestimates it by no more than 0.05 (in a single case the underestimate was
0.08), relative to GDT. In most cases both EIT and GDT predict nearly zero solids loading near the riser
center. The bias error in the EIT system (Fig. 9) is a contributor to the overestimate at the walls.

In the case of random error, the numbers of EIT and GDT measurements performed (1 or 2 for many
cases) were too small to calculate meaningful uncertainties from statistical methods. Collecting a large enough
number of samples to do so would be preferred (as this would account for most measurement uncertainty and
repeatability uncertainty) but was not possible in this study. The measurement uncertainties (e.g., uncertainties
in the A/D cards and op-amps) are known, but the reconstruction method is too complicated to propagate
them through. The method of perturbation could be used (i.e., randomly perturbing the values of the mea-
sured voltages, according to measurement uncertainties, and performing reconstructions), but this would have
required an excessive number of reconstructions. Finally, reconstruction could be performed on individual
time-resolved measurements sets (recall that the data used for reconstruction are averages of 600 measurement
sets), but, in addition to requiring an excessive number of reconstructions, this would account only for
‘‘moment-to-moment’’ variations in experimental conditions, rather than run-to-run variations in CFB oper-
ating conditions. In any case, the run-to-run variations were assumed to be the most significant contributor to
uncertainty (recall Fig. 3). Therefore, as is described below, DP data were used to estimate the repeatability
uncertainty since a large number of DP measurements was available.

DP data can be used to estimate volume-averaged solids volume fractions based on the following relation
between the vertical pressure gradient op/oz, the particle density qs, the gravitational acceleration g, the solids
volume fraction (1 � /), and the solids flux Gs (Louge, 1997):
op
oz
¼ �qsgð1� /Þ � G2

s

qs

d

dz
1

1� /

� �
ð17Þ
The latter term accounts for regions with steep vertical gradients in solids loading. A first-order approximation
was used to estimate this term, and it was found that the correction to solids volume fraction – always negative
– did not exceed 0.01 in any case. This is negligible in most cases but may be significant near the top of the riser



Table 2
Results for cases in Table 1, at heights measured above the top of the riser engagement section: average solids volume fraction calculated
using Eq. (18), average solids volume fractions from GDT and EIT, coefficients for GDT and EIT profiles, and R2 values

Height (z/D) (1 � /)DP (1 � /) f(r) coefficients R2

a0 a2 a4

Case 1

2.18 0.251 ± 0.007 GDT 0.191 ± 0.007 0.010 0.086 0.414 0.949
EIT 0.203 ± 0.006 0 0.096 0.466 0.938

3.27 0.218 ± 0.008 GDT 0.176 ± 0.008 0.014 0.051 0.408 0.918
EIT 0.197 ± 0.010 0 0.110 0.427 0.951

5.45 0.146 ± 0.010 GDT 0.124 ± 0.010 0.003 0.009 0.352 0.950
EIT 0.148 ± 0.016 0 0.047 0.373 0.905

6.55 0.110 ± 0.011 GDT 0.086 ± 0.011 0.001 0.004 0.251 0.939
EIT 0.079 ± 0.019 0.010 0.017 0.181 0.670

9.82 0.058 ± 0.007 GDT 0.083 ± 0.007 0 0 0.249 0.928
EIT 0.056 ± 0.012 0 0.011 0.056 0.697

12 0.047 ± 0.005 GDT 0.054 ± 0.005 0 0 0.161 0.903
EIT 0.044 ± 0.007 0 0 0.131 0.641

Case 2

2.18 0.184 ± 0.008 GDT 0.126 ± 0.008 0 0.008 0.368 0.909
EIT 0.143 ± 0.012 0 0 0.430 0.901

3.27 0.132 ± 0.009 GDT 0.077 ± 0.009 0 0 0.230 0.832
EIT 0.101 ± 0.014 0.013 0.039 0.204 0.788

5.45 0.065 ± 0.007 GDT 0.053 ± 0.007 0 0 0.159 0.907
EIT 0.059 ± 0.010 0 0.004 0.172 0.735

6.55 0.047 ± 0.004 GDT 0.045 ± 0.004 0.001 0 0.133 0.794
EIT 0.040 ± 0.007 0 0 0.119 0.577

9.82 0.033 ± 0.003 GDT 0.053 ± 0.003 0 0 0.160 0.833
EIT 0.037 ± 0.005 0 0 0.110 0.624

12 0.029 ± 0.003 GDT 0.037 ± 0.003 0 0 0.110 0.834
EIT 0.022 ± 0.004 0 0 0.065 0.571

Case 3

2.18 0.285 ± 0.007 GDT 0.200 ± 0.007 0 0.123 0.416 0.927
EIT 0.209 ± 0.009 0 0.080 0.505 0.941

3.27 0.262 ± 0.007 GDT 0.196 ± 0.007 0.008 0.077 0.449 0.935
EIT 0.211 ± 0.009 0.005 0.030 0.574 0.960

5.45 0.232 ± 0.006 GDT 0.182 ± 0.006 0 0.057 0.462 0.978
EIT 0.207 ± 0.008 0 0.116 0.447 0.936

6.55 0.223 ± 0.005 GDT 0.184 ± 0.005 0 0.062 0.460 0.969
EIT 0.203 ± 0.007 0 0.053 0.530 0.917

9.82 0.200 ± 0.005 GDT 0.160 ± 0.005 0 0.026 0.442 0.946
EIT 0.198 ± 0.005 0 0.009 0.581 0.952

12 0.177 ± 0.007 GDT 0.166 ± 0.007 0 0.022 0.465 0.975
EIT 0.179 ± 0.004 0 0.041 0.474 0.571

Case 4

2.18 0.308 ± 0.004 GDT 0.239 ± 0.004 0.031 0.131 0.428 0.953
EIT 0.243 ± 0.005 0 0.179 0.460 0.949

3.27 0.280 ± 0.004 GDT 0.230 ± 0.004 0.047 0.093 0.409 0.940
EIT 0.255 ± 0.006 0.019 0.191 0.422 0.964

5.45 0.249 ± 0.004 GDT 0.219 ± 0.004 0.023 0.093 0.449 0.977
EIT 0.246 ± 0.005 0.003 0.202 0.427 0.947

6.55 0.242 ± 0.003 GDT 0.221 ± 0.003 0.004 0.169 0.398 0.976
EIT 0.252 ± 0.005 0.007 0.210 0.420 0.921

9.82 0.229 ± 0.003 GDT 0.198 ± 0.003 0 0.101 0.444 0.963
EIT 0.246 ± 0.005 0.011 0.206 0.399 0.956

12 0.217 ± 0.003 GDT 0.214 ± 0.003 0 0.114 0.470 0.990
EIT 0.240 ± 0.003 0.010 0.167 0.440 0.954
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Fig. 10. EIT and GDT solids volume fraction vs. dimensionless radial position; maximum uncertainties for each case are given on the
plots.
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where solids volume fractions are on the order of 0.05. Eliminating the latter term and integrating Eq. (17)
over a section of the riser of height Dz gives the hydrostatic relation:
Dp
Dz
¼ �qsgð1� /Þ ð18Þ
This relation gives a good estimate of average solids volume fraction but is inaccurate compared to EIT and
GDT, as discussed in the following section. The DP measurements were used with this relation to estimate the
uncertainty due to the run-to-run variation in CFB flow conditions. The contribution of friction to the pres-
sure gradient would only be significant at velocities far exceeding those encountered in risers (Louge, 1997).



P.R. Tortora et al. / International Journal of Multiphase Flow 32 (2006) 972–995 989
For each flow condition and riser height, a set of DP values was measured (as in Fig. 3) and converted to a
set of average solids volume fraction values using Eq. (18). Uncertainties were then calculated using the
method described by Figliola and Beasley (2000); the uncertainty u of the mean �x is given by
u ¼ �tv;p
Sx

N 1=2

S2
x ¼

1

N � 1

XN

i¼1

ðxi � �xÞ2
ð19Þ
where the values tv,p are obtained from the Student-t distribution for a 95% confidence interval. In cases where
the location (height) of a GDT or EIT measurement did not match that of the DP measurement, the uncer-
tainties were interpolated.

Multiple EIT and GDT profiles acquired at the same conditions and height were averaged. Individual pro-
files are shown in Fig. 11 for comparison. (The individual R2 values shown in Fig. 11 were averaged to obtain
the R2 values shown in Table 2.) Beginning with each averaged profile (or single profile where only one was
acquired), a set of possible curves in the range of solids volume fraction corresponding to the uncertainty can
be produced. Using methods described by Tortora (2004), the upper and lower bounds of this set of curves are
determined, producing the uncertainty bars shown in Fig. 10.

The curves shown in Fig. 11 can be used to make a qualitative judgment regarding the soundness of using
DP data to estimate solids volume fraction uncertainty for GDT and EIT. In many cases, the uncertainty
should be less than the maximum variation between samples but of the same order of magnitude. Even though
there are a small number of individual EIT and GDT curves in Fig. 11, this indeed appears to be the case. The
method of perturbation (using measurement uncertainties) described above was not attempted here but is rea-
sonable given current computational speeds and should be a topic of future research.

In summary, most of the solids volume fraction profiles obtained from EIT and GDT agree closely, with
EIT having a small positive bias at the walls (generally no more than 0.07). Considering that the EIT and
GDT methods were developed relatively independently from one another to determine solids volume fraction
profiles through the measurement of different material properties (electrical permittivity and radiation atten-
uation), the agreement between the curves is impressive. This level of agreement suggests that, where feasible
(i.e., with dielectric walls and materials possessing different electrical properties), EIT can be used instead of
GDT, which is more expensive and can have safety issues. Although in this study long time averages were
used, EIT is generally much faster than GDT. The sensitivity of reconstructed solids volume fraction profiles
to the number of sample sets taken by the EIT system should be a topic of future study.
5.2. Volume-averaged solids volume fractions

The profiles from GDT and EIT at all flow conditions and measurement heights were integrated to deter-
mine cross-sectionally averaged solids volume fraction values. These values are shown in Table 2 and plotted
as a function of height in Fig. 12. Eq. (18) was also used to estimate the cross-sectionally averaged solids
volume fraction from DP measurements. The error bars shown in Fig. 12 correspond to the values used to
produce the uncertainty envelopes discussed above. The DP method overestimates average solids volume frac-
tions near the base of the riser, where the solids volume fraction is the largest. This discrepancy is typically
attributed to the acceleration of particles, which is not accounted for by the hydrostatic assumption, and
therefore this discrepancy is presumed to result from inaccuracies in the DP values rather than in the EIT
or GDT values. The last term of Eq. (17) accounts for vertical accelerations using a one-dimensional assump-
tion. However, this term is negligible here, which suggests that three-dimensional effects are responsible for the
observed discrepancy.

The disagreements between the DP method and EIT/GDT above the base of the riser can be attributed to
two sources. First, any forces not accounted for in Eq. (17), such as friction, would result in an error, although
such forces are usually assumed to be negligible (Louge, 1997). Second, the DP method relies on a pressure
difference across a relatively large distance (30.5 cm), whereas the measurement volume of EIT is smaller
and that of GDT is smaller yet. The impact of spatial averaging could be explored in future work by taking



Fig. 11. Individual reconstructed EIT (dashed) and GDT (solid) profiles and corresponding R2 values; averaged to obtain profiles shown
in Fig. 10.
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many GDT measurements between two pressure ports in small increments (e.g., 2 cm apart) and integrating to
obtain the average solids volume fraction. A similar procedure with EIT is not possible with the current setup
because the many flanges and ports restrict the EIT ring to certain positions, but this could be done by adding
an extra-long riser section without ports. The difference between EIT and GDT does not exceed a solids vol-
ume fraction value of 0.03 in most cases and may also be attributable to the difference in measurement vol-
umes and the aforementioned bias in the EIT measurement.

5.3. Comparison with previously published results

Solids volume fraction profiles have been reported by several other researchers, and it is instructive to com-
pare the present data with these published results. Zhang et al. (1991) obtained profiles with a traversed optical



Fig. 12. Average solids volume fraction vs. dimensionless riser height from DP, EIT, and GDT for cases in Table 1.
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fiber probe and report the following correlation relating solids volume fraction (1 � /) to radius r and average
solids volume fraction (1 � /)A:
ð1� /Þ ¼ ð1� /Þð0:191þðr=RÞ2:5þ3ðr=RÞ11Þ
A ð20Þ
Xu et al. (2004) report on these and other recent measurements using inserted probes (along with one data
set obtained with an X-ray camera) and present correlations for the solids volume fraction profile. They pres-
ent the following correlation for dense flow, for which (1 � /) > 0.25:
ð1� /Þ ¼ ð1� /Þr¼R

ð1� /Þr¼0

ð1� /Þr¼r

� �F ðr=RÞ

F ðr=RÞ ¼ 1:0� 0:06
r
R

� �
� 1:34

r
R

� �2

þ 2:65
r
R

� �3

� 2:25
r
R

� �4
ð21Þ
and for dilute flow, for which (1 � /) < 0.25:
ð1� /Þ ¼ ð1� /Þðaðr=RÞ11þðr=RÞ2:5þbÞ
A

a ¼ lnð1� /Þr¼R

lnð1� /ÞA
� 1� b b ¼ lnð1� /Þr¼0

lnð1� /ÞA

ð22Þ
where the average solids volume fraction and solids volume fractions at the wall and at the centerline must be
known in order to predict the profile.

These correlations are compared to the EIT and GDT data, for all four cases at a height of 6.55 diameters,
in Fig. 13. The correlation of Zhang et al. (1991) – Eq. (20) – is based solely on the average solids volume
fraction, and the values used were determined from EIT: 0.079 for Case 1, 0.040 for Case 2, 0.203 for Case



Fig. 13. Solids volume fraction vs. dimensionless radial position from EIT, GDT, and correlations for all cases in Table 1 at a height of
6.55 diameters.
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3, and 0.252 for Case 4. The correlation of Xu et al. (2004) for dilute flows – Eq. (22) – is based on average and
wall solids volume fractions, which were also determined from EIT, and on the centerline solids volume frac-
tion, which was set to 0.01 or to the value measured by EIT, whichever was higher (the correlation does not
work for a centerline solids volume fraction of zero because the logarithm is undefined).

The correlation of Zhang et al. (1991) predicts relatively high solids volume fractions near the walls com-
pared to the correlation of Xu et al. (2004) and the GDT and EIT reconstructions. Indeed, for Case 4 the cor-
relation of Zhang et al. (1991) predicts an unphysical solids volume fraction (0.7) at the walls, and Xu et al.
(2004) note that their correlation produces unphysical values for average solids volume fractions greater than
0.18. The correlation of Zhang et al. (1991) also predicts relatively high centerline solids volume fractions for
Cases 3 and 4 compared to the EIT and GDT reconstructions and the correlation of Xu et al. (2004). Still, the
correlation of Zhang et al. (1991) agrees well with the other results for low average solids volume fraction
(Cases 1 and 2, falling within 0.03 of the other profiles) and would be useful in situations involving lows solids
volume fractions in which only the average solids volume fraction is known. The profiles of Xu et al. (2004)
fall within 0.05 of the EIT and GDT profiles. Note that there may be considerable uncertainty associated with
the correlations, as the variability in the underlying data and confidence intervals are not reported.

Finally, the determination of solids volume fraction at the riser center calls for further exploration. Recall
that the EIT and GDT reconstructions indicate a center solids volume fraction of zero or nearly zero in most
cases. This may be due to the form used for reconstruction. The reconstruction algorithm attempts to accu-
rately predict the apparently steep gradient in solids volume fraction near the riser walls, which drives the pre-
dicted solids volume fraction near the center to zero, where the low values of solids volume fraction contribute
much less to the difference between measured and predicted quantities (attenuation for GDT, and current for
EIT) than the high values near the walls. Also, EIT is influenced by negative bias at the centerline.

Indeed, it seems unlikely that the solids volume fraction at the centerline is exactly zero since a finite overall
solids flux is observed and the majority of the upward solids flux occurs in the core of the flow, as discussed by
Rhodes et al. (1992). They report solids fluxes at the centerline (measured using flux probes) that are 2–3 times
the cross-sectionally averaged flux for flows similar to the ones examined here.
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The centerline gas velocity is reported by Moran and Glicksman (2003) to be 1.5–2 times the average super-
ficial gas velocity. Assuming homogenous flow at the centerline (i.e., no slip between the particles and the gas),
the model of Rhodes et al. (1992) may be used to approximately relate the solids volume fraction to the solids
flux at the center Gr=0, the gas velocity at the center Ur=0, the overall solids circulation rate Gs, and the super-
ficial gas velocity U by
ð1� /Þr¼0 �
Gr¼0

qsUr¼0

� 1:5
Gs

qsU
ð23Þ
This relation yields centerline solids volume fractions of 0.01–0.02 for the cases examined here. Thus, the cor-
relation of Zhang et al. (1991) appears to overestimate the centerline values for Cases 3 and 4, as was also
concluded by Xu et al. (2004). Since these values (0.01–0.02) are similar to the uncertainty bounds of EIT
and GDT, a measurement of zero by EIT or GDT is not in disharmony with the above relation.

The data shown in Fig. 10 may be further compared with those of other investigators’ ECT measurements.
Malcus et al. (2000) made ECT measurements in a riser with the same ID as in the current work with FCC
catalyst, and Pugsley et al. (2003) made similar measurements and added fiber probe measurements. The radial
solids volume fraction profiles in those works differ from those in the current work in two major ways. First,
they report higher solids volume fraction values in the riser center (up to 0.05). Second, they report solids vol-
ume fraction values at the walls of 0.45 at most (whereas in the current work, solids volume fraction values at
the wall approach the packing limit in some cases).

The solids fluxes used by Malcus et al. (2000) and Pugsley et al. (2003) are several times higher than those
used here, which may explain the higher solids volume fractions found in the riser center in those works. The
large difference in maximum solids volume fractions at the riser walls are a prominent difference, and indeed
high values (near the packing limit) seen in the current work are somewhat surprising. Recall that EIT tends to
overestimate solids volume fraction values near the riser wall, so those values may be unrealistically high.
However, GDT also indicates values up to 0.60, which is much higher than that reported by other authors.

These GDT measurements are not artifacts of reconstruction because the raw data (path-averaged solids
volume fractions) show similar values near the riser walls, as in Fig. 6 (the same observation holds for the con-
ditions in Fig. 10). The EIT data of Pugsley et al. (2003) are validated by fiber-probe measurements. Further-
more, Pugsley et al. (2003) perform similar experiments to those presented here with a riser of the same ID and
similar gas velocities. Their experiments differ from the present work in that their solids fluxes are several times
higher and that the solids are introduced at the riser base in a different manner. It is possible that the higher
solids volume fractions at the riser center compensate for the lower values at the riser walls because gas veloc-
ities at the center are high and even a few percent difference in solids volume fraction results in a large differ-
ence in solids flux. Solids flux profiles would be required to verify this. Consideration of how different methods
of introducing solids at the riser base can affect solids volume fraction profiles is beyond the scope of this
work.

6. Conclusions

An electrical impedance tomography (EIT) system has been developed for non-invasive measurement of
solids distributions in the riser of a gas–solid circulating fluidized bed (CFB). The EIT system used measure-
ments of voltages on the boundary to reconstruct axi-symmetric impedance distributions within sections of the
riser. The Rayleigh mixture model was used to convert the impedance profiles into solids volume fraction pro-
files. These profiles were compared to corresponding profiles obtained using gamma densitometry tomography
(GDT), average solids volume fraction measurements inferred from differential pressure (DP) measurements,
and correlations in the literature.

The volume-averaged solids volume fractions obtained from EIT, GDT, and DP measurements were all
similar. EIT generally predicts slightly higher volume-averaged solids volume fractions than GDT although
by less than 0.03 in most cases. At the base of the riser, DP predicts larger values than the other two methods
presumably because a one-dimensional assumption is used where three-dimensional effects are present. Above
the base of the riser, the differences between DP and the other two methods may be related to differences in the
measurement volumes.
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The solids volume fraction profiles obtained from EIT and GDT are in good agreement for all conditions
examined. More particularly, the wall and center values and the widths of the core and wall regions agree rea-
sonably well, even when close-packing (solids volume fraction around 0.66) is observed near the walls and
extremely dilute flow (solids volume fraction near zero) is observed in the core region. In most cases, the max-
imum differences occur at the walls and the center, with EIT overestimating GDT at the walls by less than 0.07
and EIT underestimating GDT at the center by less than 0.04. The measured profiles were also similar to pre-
viously published profiles, falling within of 0.05 of the correlation of Xu et al. (2004). Uncertainty envelopes
were created after considering the run-to-run variation of the CFB.

The good agreement between EIT and GDT is remarkable given the fact that the systems are independent
from one another and determine solids volume fractions by measuring totally different material properties.
This suggests that, where feasible, EIT can be used in place of GDT, which is advantageous because EIT is
safer, less expensive, and potentially faster.
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